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Abstract

As the amount of renewable generation increases, the inherent variability of wind and photovoltaic
systems must be addressed in order to ensure the continued safe and reliable operation of the
nation’s electricity grid. Grid-scale energy storage systems are uniquely suited to address the
variability of renewable generation and to provide other valuable grid services. The goal of this
report is to quantify the technical performance required to provide different grid benefits and to
specify the proper techniques for estimating the value of grid-scale energy storage systems.
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Acronyms, abbreviations, and definitions

Adequacy

Area Control Error
(ACE)

Automatic Genera-
tion Control (AGC)

Available Trans-
mission Capacity
(ATC)

Data  Acquisition

(DAQ)

The ability of the electric system to supply the aggregate electri-
cal demand and energy requirements of the end-use customers at
all times, taking into account scheduled and reasonably expected
unscheduled outages of system elements.

The North American bulk power grid is divided into many re-
gional control areas, or balancing authorities. These balancing
authorities are charged with maintaining a predetermined sched-
ule of power imports and exports, as well as responding in a
coordinated fashion to grid frequency deviations. ACE is a mea-
sure of the balancing authority’s effectiveness in achieving these
goals. ACE is used to implement AGC for the generators within
the control area. See [7].

Some generators within a region of an interconnected power grid
are charged with reacting to imbalances between supply and de-
mand on a continuing basis. AGC is a control system used to
deliver commands to generators under AGC control to either in-
crease or decrease real power output. See [7].

Generators wishing to connect to an operating bulk power grid
must first find a path for the power they wish to generate from the
point of generation to the ultimate buyer of the energy. ATC is a
measure of the amount of capacity available on a given section of
the transmission grid. It is used by various parties to help broker
transmission contracts. ATC is often found on the OASIS site
hosted by the relevant grid operator. See [7].

DAQ is a general term used to refer to any kind of instrumen-
tation used to collect data. The term “DAQ” often refers to
the front-end of a continuous data collection system. The back-
end of the data collection system would then perform analysis
and archiving of the data. In this report, DAQ is contrasted to
“Data Logging” by way of typical sample rates. It is implied
that a DAQ system has a faster sample rate than a logger. This
definition is by no means an industry standard.
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Data Logger

Financial Transmis-
sion Right (FTR)

Governor or Speed
Governor

Independent Sys-
tem Operator

(ISO)

Open-Access Same-
Time Information
System (OASIS)

Phasor Measure-
ment Unit (PMU)

Data logger is a general term used to refer to any kind of instru-
mentation that contains an on-board memory system. A data
logger stores the data it collects for future download by the user.
In this report, “Data Logger” is contrasted to DAQ by way of
typical sample rates. It is implied that a DAQ system has a
faster sample rate than a logger. This definition is by no means
an industry standard.

A financial transmission right is a financial instrument that enti-
tles the holder to a stream of revenues (or charges) based on the
hourly congestion price differences across a transmission path in
a particular market (e.g. the day ahead market).

A governor is a control device used to regulate the power deliv-
ered by a source of energy such as a generator. The governor acts
on the speed of the generator (the feedback signal) to regulate,
or throttle, the input energy to the generator. In the context of
this report, a discussion of governors is useful when assessing the
benefit that storage technologies may provide for bulk power grid
frequency regulation.

An ISO is charged with operating the bulk power grid for reli-
ability. The ISO is “independent” because it does not own any
transmission or generation assets. Not every region of the North
American grid is overseen by an ISO, however every region is
operated by a central oversight authority. A discussion of the
ISO is prudent in this report because the regional ISOs are data
providers, through the respective OASIS systems, for much of
North America. Where an ISO is not present, it is usually pos-
sible to retrieve OASIS data from the relevant grid operating
entity.

In response to the Energy Policy Act of 1992, grid operators
established an information system intended for use by entities
wishing to use parts of the bulk transmission system. OASIS
systems contain information on system loading, transmission ca-
pacity, and other data intended to level the playing field for all
parties interested in access to the bulk transmission system. OA-
SIS systems are normally web-based and are operated by ISOs
or other regional operating entities. In the context of this report,
OASIS systems are expected to be rich sources of data that can
be used for benefit analysis.

PMU has become a generic term for a DAQ system capable of
measuring time synchronized positive sequence voltages and cur-
rents. Time synchronization refers to the use of GPS (global
positioning system) timing to accurately time-tag samples from
a DAQ. For some of the transmission-related benefit analyses, it
is important to obtain time synchronized data samples.

12



P, QV, I f

Power Factor (PF)

Power Quality (PQ)
Monitor

Root Mean Square
(RMS)

The physical quantities associated with producing, delivering and
consuming electricity (alternating current). V refers to the volt-
age at a point in the system. I refers to the current passing
through a point in the system. Voltage and current have two
components: magnitude and angle. When measuring V' and [
it is assumed that only magnitude is of interest at sample rates
of 1 sps (sample per second) or slower. (This is a generalization
for purposes of simplifying monitoring requirements. It is not a
generally accepted industry norm.) When measuring faster than
1 sps both magnitude and angle are of interest. Some data acqui-
sition systems, such as a PMU, may provide “positive sequence”
voltage and /or current. For simplicity within this report, the pos-
itive sequence can be assumed to be equal to any single phase of
a 3-phase system. P is the real power passing through a point in
the system, and @ is the reactive power passing through a point
in the system. Frequency, f, is the frequency of the positive se-
quence voltage or, for simplicity, the frequency of the voltage in
any phase of a 3-phase system.

A measure of the amount of real power in proportion to apparent
power. A PF of 1.0 indicates that all of the current passing
through this point in the system is “in phase” with the voltage
at this point in the system. It is beneficial to operate the bulk
power system at a PF near unity, and power factor correction is
the act of increasing the power factor at a selected point in the
system.

A PQ monitor, in the context of this report, is a data acquisition
system that samples “point-on-wave” data at a relatively high
sample rate. In the context of this report, a PQ monitor is the
only data acquisition system that samples point-on-wave data as
opposed to root mean square (rms) values of voltage and current
acquired by other monitoring technologies. Acquiring point-on-
wave data demands very large storage capabilities, and therefore
PQ monitors do not normally offer continuous recording. Rather,
a PQ monitor samples continuously but only records data when
there is a disturbance or abnormality detected.

The square root of the mean of the squares of the signal. For a
discrete signal, = {x1, z2, x3, ..., Ty}, the rms value is given
by:

1

For a continuous time signal, f(t), defined over the interval T} <
t < Ty, the rms value is given by:

_ 1 ST
frms - \/M/Tl [f(t)] dt

For a sinusoidal signal with amplitude A, the rms value is A//2.

13



Sample Rate (SPS)

Supervisory Con-
trol and Data Ac-
quisition (SCADA)

State of
(SoC)

Charge

Western Electric-
ity Coordinating
Council (WECC)

The sample rate of a data acquisition system is expressed herein
as the number of samples collected per second (samples per sec-
ond = sps). For some of the slower benefits assessed, sample
rate is expressed as a fraction of a sps. For example, 1/60 sps
specifies a data acquisition system that samples once per minute.
We chose to present everything in sps to avoid confusion.

A computer control system that monitors and controls an indus-
trial process. Power generation is an example of an industrial
process.

The state of charge (SoC') of the energy storage device, usually
expressed as a percent of the full capacity (for example, 50%) or
as a quantity of energy (for example, 1 MWh) that is available
to discharge.

The Western Electricity Coordinating Council (WECC) is the
Regional Entity responsible for coordinating and promoting Bulk
Electric System reliability in the Western Interconnection.

14



Chapter 1

Introduction

1.1 Introduction

The American Recovery and Reinvestment Act of 2009 (Recovery Act) provided the U.S. Depart-
ment of Energy (DOE) with about $4.5 billion to modernize the electric power grid. The two largest
initiatives resulting from this funding are the Smart Grid Investment Grant (SGIG) program and
the Smart Grid Demonstration program (SGDP). These programs were originally authorized by
Title XIIT of the Energy Independence and Security Act of 2007 (EISA), and later modified by the
Recovery Act. DOE’s Office of Electricity Delivery and Energy Reliability (OE) is responsible for
implementing and managing these 5-year programs.

The SGDP is authorized by the EISA Section 1304 as amended by the Recovery Act to demon-
strate how a suite of existing and emerging smart grid technologies can be innovatively applied and
integrated to prove technical, operational, and business-model feasibility. The aim is to demonstrate
new and more cost-effective smart grid technologies, tools, techniques, and system configurations
that significantly improve on the ones commonly used today. SGDP projects were selected through
a merit-based solicitation in which DOE provides financial assistance of up to one-half of the
project’s cost. SGDP projects are cooperative agreements while SGIG projects are grants.

The SGDP effort consists of 32 projects. Of these, 16 projects are focused on regional smart
grid demonstrations and 16 are focused on energy storage demonstrations (see Table 1.1). The
total value of SGDP projects is about $1.6 billion. The federal portion is about $600 million. The
Smart Grid Energy Storage Demonstration Projects are being managed by the National Energy
Technology Laboratory (NETL) for the DOE Office of Electricity Delivery and Energy Reliability.
A list of the energy storage demonstration projects appears in Table 1.1.

The goal of this document is to identify methodologies for evaluating the technical and finan-
cial performance of the Smart Grid Energy Storage Demonstration Projects. In cases where there
might be several approaches, for example an in-depth analysis versus a quick-approximation, we
try to present both methods along with a discussion of the relative benefits of each approach. This
document has two main sections: technical performance validation and economic performance anal-
ysis. The technical performance section includes analysis of operability, storage system parameters
(for example, maximum/minimum charge and discharge rate, round-trip efficiency, storage capac-
ity, and controllability), as well as tests for identifying system parameters. The economic analysis
section looks at as-built costs and recoverable revenue to calculate investment criteria as well as non-
recoverable broad-based societal benefits (for example, lower electricity rates in a region, reduced
emissions, etc). As a supplement to this document, the Navigant Energy Storage Computational

Tool implements some of the methods presented in this report. In addition, MATLAB® tools
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Table 1.1: Summary of ARRA storage demonstration project goals.

s | = . =
* g
= *a o m v w b m md % md
] [ o0 © = 2 o, g o ) =R . ®
515 |8 5 S E|8 | £33 2E| Bl B fuo S2E | .28
EalE | S el 5 Sl 2|5 |L58 28| %8| 2&|z°g+x |98 |E5
e T| 24 553 5.8 OL| EE|~E| 288 & O X | £0
2218 |8 |BE|GogsE|e |TEEez|EE|EE|gEe |25/F |9¢
SN S 2| 238 58| S8 EC| ES| ES|E gy ¢ £2| & o .2
4Am o 23| 238 8| = o Lo 8% Eo| ES| oo & 23T | = < 3
I« s} O | AR m=| XM ZEHO AER| A0 | A0 £0Z » wA| xa eS|
= — —
% e e T2 | 3E T _ _
S e |2 |2 |2 |28 |=%|% E |2 |=2C |8 |8 &
o 2 |5 |3 |2 |82 |E&|2 S| F | TR |2 | = =
Z o & s Z 9 M SHE| & & a S| < Nas =
oe S |5 |F 5 fo |25 : |8 A 5 . 8~ | 5§ g |8 g
@) o s |5 |38 55 | 2¢| 8 < < S RS ZE | 0 < 0
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Electric Energy Time Shift | NO | YES | NO | YES | YES | NO | YES | YES | YES | YES | YES | YES | NO | YES | NO | YES
Electric Supply Capacity NO NO NO YES | NO NO NO YES YES | NO NO NO NO NO NO NO
Load Following NO | YES | YES | YES | NO YES | NO | YES | YES | NO | NO | NO NO | NO | NO | YES
Area Regulation NO | YES | YES | NO | YES YES | NO YES YES | NO NO NO NO NO NO YES
m%ﬂ%« Supply  Reserve | v | yo | NO | YES | NO NO | NO | YES | YES | NO | NO | NO NO | NO | NO | NO
Voltage Support NO | NO | YES | NO | NO NO | NO | YES | YES | NO | NO | YES | NO | NO | NO | YES
Transmission Support NO NO NO NO NO NO NO YES YES | YES | NO NO NO YES | NO NO
MMME%% Comgestion | v | No | NO | YES | NO NO | NO | YES | YES | YES | NO | NO NO | YES | NO | NO
T&D Upgrade Deferral NO | YES | NO | NO | NO NO | NO | YES | YES | NO | NO | YES | NO | YES | NO | NO
Substation Onsite Power NO NO NO NO NO NO NO NO NO NO NO NO NO NO NO NO
Time-of-Use Energy Cost | vy | No | NO | NO | NO NO | YES | NO NO | YES | NO | NO NO | NO | NO | NO
Management
WHW& Charge Manage- | vy | No | NO | NO | NO NO | NO | NO NO | YES | NO | NO NO | NO | NO | NO
Electric Service Reliability | NO NO NO YES | NO NO NO NO NO YES | NO NO NO NO NO YES
MWMWM Service  Power | v | N0 | NO | NO | NO NO | NO | NO NO | NO | NO | NO NO | NO | NO | YES
Mmmdmsm_%m Energy Time | v I yo | NO | NO | YES | NO | YES | YES | YES | YES | YES | YES | NO | YES | NO | YES
WMMMM_%M Capacity | v | No | yES [ NO | YES | NO | NO | vES | YBS | NO | YES | YES | NO | YES | NO | YES
Wind Generation, Grid In-
tegration, Short Duration | NO | NO | YES | NO | YES | NO | NO | YES | YES | NO | YES | NO NO | YES | NO | NO
(= 15 min)
Wind Generation, Grid In-
tegration, Long Duration | NO NO NO NO YES NO NO YES YES | NO YES | NO NO YES | NO NO

(> 15 min)

* No Grid connected demo
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developed by Sandia National Laboratories are available for the more data-intensive algorithms.
These tools may be found at www.sandia.gov/ess/tools.

The following sections contain some mathematical preliminaries for the technical performance
and economic performance chapters.

1.2 Mathematical Preliminaries

1.2.1 Technical Performance Requirements

The data acquisition sampling rate requirements in Chapter 2 are largely driven by the ability to
reconstruct the sampled signal. The Nyquist-Shannon sampling theorem states that if a signal
f(t) contains no frequencies higher than B Hz, it can be perfectly reconstructed using data points
sampled at an interval of 1/2B (twice the highest bandwidth). One assumption of the theorem is
that an infinite series of samples is available. This is not realistic for real-world applications. A
practical rule of thumb is to sample between 4 and 10 times the highest bandwidth signal. Examples
of different sampling rates relative to the signal bandwidth are shown in Figure 1.1. While sampling
at a higher rate makes signal reconstruction easier, the penalty is the increased amount of data that
must be stored. Therefore, for experimental or proof-of-concept systems a much higher sampling
rate is often employed to fully characterize the system performance. On the other hand, operational
systems often have much lower sampling rates to reduce the data storage requirements.

The step response tests are motivated by linear systems theory. A complete discussion of
linear systems theory is beyond the scope of this document. Good introductory references include
[8, 9, 10, 11]. Usually one assumes that the system is causal, linear, and time-invariant. A system
is causal if the output at time ¢ is a function of the inputs up to time ¢. For a non-causal system,
the output at time ¢ would be a function of future inputs. A linear system is defined by the
principle of superposition. Superposition includes two properties: additivity and scaling. Equation
(1.1) illustrates the additivity property while Equation (1.2) shows the scaling property. The linear
system is represented by the function T'{-}.

T{a1(t) + x2(t)} = T{w1(t)} + T{xa2(t)} (1.1)

T{ax(t)} = aT{x(t)} (1.2)

The output of time-invariant systems do not depend explicitly on time. This is also equivalent to
shift invariance. Given a system input, the output for a shifted input is the original output shifted.

given an input signal x(t), that produces an output y(t),

the delayed signal x(¢ + 0), produces an output y(t + ) (1.3)

A primary interest in evaluating the technical performance of electricity storage systems is
characterization of the input-output behavior. A first-order approximation is often employed to
approximate the input-output behavior of systems. The differential equation governing a first-order
system is given by

d
d—i—kay—kuzo (1.4)

where y(t) is the system output and u(t) is the system input. By taking the Laplace transform,
the transfer function of the first order system becomes

k
u
sS+a

y(s) =

(s) (1.5)
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15
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Figure 1.1: Data sampling rate requirements.
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The step response of a first order system in the Laplace domain is

k
y(s) = m (1.6)

Taking the inverse Laplace transform yields the following time response
(1—e) (1.7)

By taking step response data, one can apply various methods (e.g. least squares, etc.) to
estimate the first order approximation of system parameters from test data. Higher order models
can be applied if a first order model is insufficient to capture the dominant system dynamics. It is
often common to fit a second order model given by

w2

y(s) . () (1.8)

T 52+ 2(ws -l—w%u

Applying a step response input and taking the inverse Laplace transform yields the following time
response.

y(t)=1-— le*@”tsin(wnﬁt +0), where 8 = /1 — (2, § = tan™! <§> (1.9)

B

The transient response of a second order system is characterized by the damping ratio, ¢, which
provides insight into the step response. For large values of (, the step response will be relatively
slow with no overshoot. As ( is decreased, the response becomes quicker. For ¢ = 0.7, the system
will have a small overshoot. As ( is decreased further, the response becomes quicker but more
oscillatory. If ¢ becomes zero, the response will be purely oscillatory. Negative values will result in
an unstable system with growing oscillations. This behavior is illustrated in Figure 1.2.

Key step response parameters include:

e Rise time, T}

e Peak time, T},

e Settling time, T}

e Percent overshoot, P.O.

Referring to Figure 1.3, the percent overshoot is defined as
P.O.=100(M —1) (1.10)

Note that in this figure, the output value has been scaled so that the steady state value is 1.0. The
settling time, Ty, is the time required to settle within +/— ¢ of the final value. The peak time, T}, is
the time required to reach the peak overshoot value. This parameter is not defined for well damped
systems that do not have any overshoot. There are several common definitions of rise time, 7;.. In
this report, we recommend the time to reach 90% of the final value. Another common practice is
to measure the time from 10% to 90% of the final value.
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1.2.2 Financial Calculations

In this section, we present the mathematical preliminaries for the financial calculations employed
in this report. Many of these calculations are typical engineering economic analysis [3].

Project evaluation is the process by which information is organized to consistently and ob-
jectively evaluate the economic merit of investments (the process of delaying current for future
consumption) and is often referred to in the public sphere as benefit-cost analysis (B-C) and in the
private sphere as discounted cash flow (DCF) analysis. The approaches are very similar though
their main distinguishing feature is that the latter focuses on cash flows from the perspective of a
private entity while the former likely also includes estimated benefits and costs that may not be
reflected in explicit cash flows. The bottom line metric employed to determine whether the project
should be undertaken is usually referred to as the investment criterion. A variety of such criteria
are available but most typically are net present value (NPV) (alternatively present value of net ben-
efits) or benefit-cost ratio (B/C) 1. For a more detailed exposition of benefit-cost analysis and its
relationship to discounted cash flow analysis see [1]. The following sections review the calculations
for the time value of money, cost benefit analysis, and return on investment.

Time Value of Money

The so-called time value of money derives from a concept economists refer to as time preference.
Human beings are somewhat myopic as evidenced by their preference for current consumption over
future consumption; the rate at which this preference is expressed is referred to as the rate of time
preference and probably has its basis in uncertainty of the future as perceived by humans.

Money is the equivalent of consumption since it provides the holder with command over con-
sumption goods. If an individual expresses indifference between receiving $1.00 now or $1.05 one
year from now, this individual’s rate of time preference is 5% per annum. Individuals may each
have different rates of time preference and, in a societal context, one can speak of the social rate of
time preference as the collective preference of a society for present over future consumption. The
social rate of time preference would be the rate at which society would judge long-lived projects
that require the sacrifice of current consumption to provide greater consumption in the future.

Applying these concepts, the time value of money is the value of money at some date referenced
to another date given the amount of interest earned over the time period. The choice of interest rate
is dependent on the application. The Fisher equation estimates the relationship between nominal
and real interest rates under inflation [12]. The nominal interest rate, ¢, is a function of the real
interest rate, r, and the inflation rate, .

1+i=14+r)(1+m) (1.11)

iRr+T (1.12)

The nominal interest rate is the market rate for a financial instrument. The interest rate employed
is often the risk-free interest rate, which is the rate of return from an investment with no risk of
financial loss. The interest rate on short-term government bonds is often used as a proxy for the
risk-free rate. The real interest rate measures the purchasing power of interest receipts adjusted
for inflation. When calculating the time value of money, a key question is what interest rate should
be used. If the analysis is attempting to take into account the effects of inflation, one should use
the nominal interest rate. This implies that one should make some effort to model inflation in the

1Others include internal rate of return, rate of return on investment, rate of return on assets, rate of return on
equity. These are most often used in the private sector.

21



future. An alternative approach is to employ the real interest rate and to perform the analysis net
of any price changes over time. A resource for identifying nominal and real interest rates is found
in [13]. All of the analysis in this report will employ real interest rates for evaluating the time value
of money.

If the real interest rate is 5% per year, $100 invested today will be worth $105 in 12 months.
Likewise, if someone promises you a deposit of $105 12 months from now, the value of that today
is only $100. There are two ways to define the interest rate: simple interest or compound interest
[3]. Simple interest is computed on the original sum, as shown below:

total interest earned = P X 1 x n (1.13)

where P is the original principal, r is the interest per period, and n is the number of periods. For
a loan, the amount due at the end (the future payment F') is given by

F =P+ Prn, or F=P(1+rn) (1.14)

Compound interest is more prevalent than simple interest. Compound interest accrues on the
current balance at the end of each period. The future value F of a present sum P is given by

Fe P14 (1.15)

where n is the number of periods. Likewise, the present sum P in terms of the future value F' is

F
P=—_—=F(1 -n 1.16
T = F) (1.16)
If the interest rate is defined with continuous compounding, the future value F' at time T of a
present sum P is given by
F = pe'™ (1.17)

Likewise, the present value in terms of the future value is given by
P=Fe ™ (1.18)

When evaluating a potential stream of expenses and receipts over some period of time, the
value of the payments and receipts must be referenced to some time in order to make a meaningful
assessment. It is typical to bring every cash flow back to present value, or to the value at the end
of the project, in which case it is a future value. An example of calculating the present value of
a stream of receipts and expenses is shown in Figure 1.4. This approach is known as net present
worth (PW) analysis or net present value (NPV) analysis.

Present Worth Analysis

Present worth analysis, often referred to as net present value (NPV) analysis, calculates the present
value of all cash flows associated with a project. A negative cash flow is referred to as a disbursement
or cost. A positive cash flow is referred to as a receipt or benefit. Cash flows are usually expressed
in either table form or a cash flow diagram. An example of each appears in Figure 1.5. Net present
value is often applied as a criterion to select between mutually exclusive alternatives, where the
project with the highest NPV is selected. In cases where the benefits are the same for each project,
it is sufficient to minimize the present worth of the costs. The present worth of the costs are often
referred to as the total life cycle costs (TLCC). Similarly, for cases where the input costs are the
same for each project, it is sufficient to maximize the present worth of the benefits.
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Figure 1.4: Time value of money example, valuation of a series of cash flows. Continuous com-
pounding.

Benefit-Cost Analysis

When a regulated, investor-owned utility (IOU) wishes to invest in an energy storage device, public
utility commissioners and their staffs should expect to receive an analysis of the investment in
grid assets in the form of a private benefit-cost analysis of the investment. This analysis could
take a variety of forms, depending upon the preferred analysis approach of the particular utility
presenting the analysis. Nevertheless some key elements should be incorporated. Foremost, the
important issue of the perspective of the analysis should be addressed. The commission should
expect the regulated IOU to present an analysis from the perspective of their shareholders, with
the analysis demonstrating that the investment adds to shareholder value. This would be a private
benefit-cost analysis. As such, it would contain evaluations of only benefits and costs as viewed
from the utility’s perspective. Additional sales of electricity would be evaluated at the regulated
rates for the utility, and costs would be accounted from the point of view of the utility. Because
rates are regulated, the successful investment would be viewed as a reduction of costs compared to
some alternative. This would involve an analysis of at least two alternatives: the “undertake the
project” alternative and the “do not undertake the project” alternative.

With specific grid needs identified, and the EES technologies that can supply those needs also
identified as described, a benefit-cost evaluation process can be applied. While it is not the purpose
of this report to develop a complete description of all of the issues relevant to the development of a
benefit-cost analysis of a private project, a high-level description of the important methodological
issues is appropriate and thus provided.

Benefit-cost analysis applied in a private sector context is often referred to as discounted cash
flow (DCF) analysis [1]. The methodological principles and techniques of the two approaches
are virtually the same. The main difference is that the private analysis focuses exclusively on
the revenue and cost (cash) flows that are estimated to result over the lifetime of the project
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End of Year Cash Flow

0 -$10,000
1 $8,000
2 $7,000
3 $15,000
$15,000
A
$8,000
$7,000
0—1—2—3
-$10,000

$8,000  $7,000  $15,000

NPV = —$10,000 + + +
(14+r) (A+r2 (1+47r)3

Figure 1.5: Example cash flow table, cash flow diagram, and NPV calculation. Discrete compound-
ing.
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upon its implementation, and does not include public benefits and costs. Again, this is adopting
the perspective of the investor in the EES system?. Additional analyses might accompany the
investment proposal; for example, if the investor is the utility itself, it will also likely perform a
revenue requirements analysis to demonstrate the likely impact of the investment on the need for or
lack of need for retail electric rate adjustment. It is likely that a suite of analyses would support the
proposal to the commission. A DCF /benefit-cost analysis to demonstrate positive net benefits over
the long term, helping to support the capacity adequacy aspect; a revenue requirements analysis
to demonstrate retail rate impact, if any; and a production cost modeling exercise to demonstrate
operating cost-effectiveness. These are all likely components of the analysis suite.

It is possible that the commission or its staff will wish to extend this private benefit-cost analysis
into a consideration of the public benefits and costs of the project. In that case, much of the relevant
information about the project will already be available from the private analysis.

A schematic representing the process of reaching a decision using the application of benefit-cost
analysis is contained in Figure 1.6. This figure represents the allocation of resources to one or the
other of two projects where the right hand branch represents alternatives (including doing noth-
ing). The do nothing alternative should always be present in project comparisons. Independence
between the benefits and costs of the projects is normally assumed. In a particular application, if
independence is not the case, then additional alternatives must be devised that are comprised of
a combination of the interdependent projects. Incremental benefits and costs must then be calcu-
lated for the combined alternative. The effect of the process described in Figure 1.6 is to apply the
economic concept of opportunity cost. If resources are assumed scarce, the cost of action A is the
net revenue that could have been earned from applying the resources to action B instead. Other
references on benefit-cost analysis include [14] and [3].

Benefit-cost analysis is a common method for evaluating competing projects using engineering
economic analysis. The results are often stated as a benefit-cost ratio, as shown in equation (1.19).
This approach is commonly used in public sector or quasi-public sector project evaluation. These
cases may have a prevalence of externalities. Benefit-cost analysis is not prevalent in the private

sector.

. B Present worth of benefit
Benefit-cost ratio = — =
C Present worth of costs

(1.19)

If the present worth (PW) of the benefits is larger than the present worth of the costs, then the
B/C ratio is a positive quantity greater than 1.0. While it may seem intuitive to attempt to select
the option with the maximum B/C ratio, this approach is only valid for two specific cases [3]. The
appropriate B/C criteria for different situations are summarized in Table 1.2. It is important to
note that an incremental benefit-cost analysis, which is required for mutually exclusive alternatives,
is equivalent to maximizing the net present value (see Appendix B for a detailed explanation). An
example of a benefit-cost analysis appears in Figure 1.7.

The perspective of the B/C analysis dictates the types of benefits included in the numerator.
For private sector projects, the numerator usually includes only benefits that may be monetized by
the entity undertaking the project. For example, an investor-funded power plant might not count
reduced carbon emissions as a benefit unless it was monetizable via some sort of carbon credit,
regardless of the benefit to the surrounding community. On the other hand, public sector projects
often include all benefits and disbenefits that accrue to the public or the users of the facility in the
numerator.

2The investor in an EES system proposed by a vertically integrated, regulated utility, (IOU) could be the utility
itself, an independent power producer (IPP) proposing an EES investment the output of which is sold to the IOU,
or a merchant plant.
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Decision

Undertake the project

Do not undertake the
project

!

!

Allocate scarce
resources to the project

Allocate scarce
resources to the
alternative projects

!

}

Determine the value of
output from the project

Determine the value of
output from resources
in alternative projects

!

!

Project benefit = $X

Project opportunity
cost = Y

N

P

$Y

Accept project if $X >

Figure 1.6: Benefit-cost analysis using the concept of opportunity cost [1].
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Given the cash flow above for a hypothetical project and a 7% cost of capital, the present worth of
the benefits is calculated as

PW(B) = $160e 07 4 $160e 2007 4 $160e 3097 4+ $160e =407 1 $160¢ 507 = §651.65
Similarly, the present worth of the costs is calculated as
PW(C) = $400 + $80e (007 1 $80¢=2(0-07) 1 §80¢~3(0-07) 1 §80=4(007) 4 $80~5(007) = $725.82

The benefit-cost ratio is then calculated as

PW(B)  $651.65

PW(C) ~ $725.82 0.8978

Benefit-cost ratio =

Since the benefit-cost ratio is less than 1.0, the costs outweigh the benefits and it would not be
worthwhile to undertake the project.

Figure 1.7: Benefit-cost analysis example.
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Situation Description Criterion

Variable inputs Inputs (e.g. money, etc.) Two alternatives: Compute the incremental

and  variable and outputs (e.g. benefits) benefit-cost ratio on the increment of invest-

outputs are variable. ment between the alternatives. If AB/AC >
1, select the higher cost alternative; otherwise
select the lower cost alternative.

Variable inputs Inputs (e.g. money, etc.) Three or more alternatives: Solve by incre-
and  variable and outputs (e.g. benefits) mental benefit-cost ratio analysis.

outputs are variable.
Fixed input Inputs (e.g. money, etc.) Maximize B/C.
are fixed.

Fixed output Outputs (e.g. tasks, bene- Maximize B/C.
fits, etc.) are fixed.

Table 1.2: Benefit-cost analysis criteria for different scenarios [3].

Internal Rate of Return

Internal rate of return (IRR) is defined as the rate of return at which the present value of all cash
flows is equal to zero [3]. When assessing the viability of a potential project, the internal rate of
return is compared to a minimum attractive rate of return (MARR). If the projected internal rate
of return is less than the MARR, the project is not worth pursuing. Like benefit-cost analysis,
rate of return analysis can also be employed to evaluate different alternatives. When there are
two options, an incremental rate of return (AIRR) is calculated on the difference between the
alternatives. If the AIITR > M ARR, the higher cost alternative is selected. Otherwise, the lower
cost alternative is selected. Figure 1.8 goes through an example rate of return calculation.

Levelized Cost of Energy

The levelized cost of energy (LCOE) is the cost assigned to every unit of energy produced (or saved)
over the analysis period [6]. Thus, for each time interval corresponding to the unit of energy, the
cost is equal to the LCOE times the quantity of energy. If each of these costs is discounted to
present value, the total cost should equal the total life cycle cost (TLCC). This yields the equation
for LCOE,

. x LCOE
}:QX CO—TLCC (1.20)

where @); is the quantity of energy for period i, r is the interest rate for each period, and N is the
number of periods. Similarly, the total life cycle cost is defined as

C;

TLCC = }: 1)

(1.21)
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The internal rate of return is calculated by solving for the interest rate which makes the present
worth of all cash flows equal to zero. For the cash flows shown above, the equation to solve is given
by

0 = —$800 + $180e ™" + $360e %" + $180e ™" + $60e ' + $180e "

Solving for a closed-form solution is often very difficult, so internal rate of return calculations are
usually solved with some sort of optimization routine, or by trial and error. Most financial software
packages have tools for estimating internal rate of return. Solving the equation above, the internal
rate of return is 6.95% for this example.

Figure 1.8: Internal rate of return example.
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where C; is the cost associated with period i. Combining these two equations and solving for LCOFE
yields

N (1.22)
Qi

=1

o
I

Note that the quantity of energy (); is not being discounted, the discounting factor in the numerator
and denominator are the result of combining equations (1.20) and (1.21).

1.3  Electricity Storage Model

Electrical Power Input |—| Storage Device _

e Electrical

e Chemical
o Mechanical

e Thermal

Figure 1.9: Electricity storage block diagram.

A block diagram representing an energy storage system is shown in Figure 1.9. The key param-
eters that characterize a storage device are:

e Power Rating [MW]: the maximum output power of the storage device. We assume that
the maximum discharge and charge power ratings have the same amplitude.

e Energy Capacity [Joules or MWh]: the amount of energy that can be stored.

e Efficiency [percent]: the ratio of the energy discharged by the storage system divided by the
energy input into the storage system. Efficiency can be broken down into two components:
conversion efficiency and storage efficiency. Conversion efficiency describes the losses encoun-
tered when input power is stored in the system. Storage efficiency describes the time-based
losses in a storage system.

e Ramp Rate [MW/min or percent nameplate power/min]: the ramp rate describes how
quickly the storage device can change the state of charge or discharge.

In order to facilitate financial analysis of an energy storage system providing one or several grid
services, a model of the system is required. A straightforward approach is to keep track of the energy
stored at the end of each time interval. This yields the following model to track the state-of-charge:

Sy = Si—1+7edf — ¢ —VsSi—1, (MWh) (1.23)
where
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S;  Energy stored at the end of time period ¢

S¢_1 Energy stored at the end of time period ¢ — 1
v  Conversion efficiency (percent)
qgf  Quantity of energy pulled from the grid (charge) during time period t (MWh)
¢!  Quantity of energy provided to the grid (discharge) during time period ¢t (MWh)
vs  Storage efficiency (percent)

The model is intuitive. The current energy level is a function of the charge and discharge quantities,
the conversion efficiency, the energy level at the previous time step, and the energy losses over the
time period. Additional parameters associated with the model are the length of the time period,
the maximum charge/discharge quantities and the maximum storage capacity of the system. These
quantities are defined as:

At time period (for example, hours)

g”° maximum quanitity that can be sold/discharged in a single period (MWh)

g maximum quantity that can be bought /recharged in a single period (MWh)

S maximum storage capacity (MWh)

Armed with a model for the system state of charge, it is straightforward to quantify the financial
costs/benefits associated with charging and discharging while engaging in a functional use. The
revenue at each time step is given by

Ry = q{ (P! = C) = ¢i(Ff + CF) (1.24)

where

P? Price received for discharging at time period ¢ ($/MWh)
C¢ Cost for discharging at time period ¢ ($/MWh)

Pf  Price paid for charging at time period ¢ ($/MWh)

Cf  Cost for charging at time period ¢ ($/MWh)

The present value of the energy storage system can be written as

N
Present Value = Z (qf(Ptd —Cd) — f(PF + th)) et (1.25)
t=1

Using this relationship, it is possible to calculate the present value of a system using either historical
or estimated price data under a wide range of scenarios. The charge/discharge quantities can be
derived to maximize revenue (e.g. a linear programming optimization problem) or are generated by
a candidate control algorithm. In a market area one can utilize historical price data. In a vertically
integrated utility the most difficult task is estimating the appropriate prices and costs to use in the
model 2. An example of estimating the maximum potential revenue from participating in arbitrage
and frequency regulation is described in [15].

The next chapter discusses the technical performance requirements for various grid services that
may be provided by an electrical energy storage system.

3This is discussed further in Chapter 3
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Chapter 2

Technical Performance Requirements

2.1 Introduction

Grid-connected energy storage systems have the potential to provide a variety of benefits. This
section specifies the technical requirements a given storage system must meet in order to claim the
system provides a given benefit. These requirements are broken down into four categories:

1. Specify requirements a storage system must meet to claim it provides a benefit.

2. Identify the engineering tests and analyses required to quantify the extent to which a given
storage system provides a benefit.

3. Identify the technical data required to assess the benefits.

4. Make recommendations on what monitoring technologies are well suited to provide the re-
quired data.

The framework for classification of the benefits of grid-connected storage was generally taken from
[16, 17]. However, the goals of this report have a sharper technical focus. When viewing the benefits
described in [16] with this focus, it became natural to re-group the benefits into a smaller set of
categories. All benefits within a given category require similar technical assessment to measure
achievement of the benefit. We form three broad categories along with sub-categories for the
purpose of assessing the technical requirements of grid-connected storage devices:

e Energy supply interactions

o Short-term energy shift
o Long-term energy shift

e Grid Operations
o Regulation and frequency control
o Voltage
o Power-factor control
o Angle stability control
o Sub-synchronous resonance

o Shedding (under frequency or under voltage)
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e Quality and reliability
o UPS applications

o Harmonics

The engineering issues and time frames associated with each of these classes play a large part in dic-
tating the technical requirements and monitoring needs. For example, sub-synchronous resonance
has a time-frame of milliseconds while long-term energy shift has a time frame of hours.

A grid-connected electric energy storage system includes the physical storage device, specific
controls to operate the device, and external controls and equipment to connect and interact with
the grid and address the desired applications. The impact of a storage system on a particular
grid issue will involve a combination of the system’s inherent ability to respond to the issue, the
external control system design and settings, and the location of the interconnection to the grid.
Ideally, testing, assessment, and monitoring would be conducted to separate the response of the
external controls from the inherent storage device response. In reality, this may not be possible
depending on the overall system design. The testing, assessment, and monitoring requirements
specified in this document attempt to separate the responses of the fundamental storage device and
the external control system.

In an ideal setting, testing would be conducted to quantify the impact of the interconnect
location. For example, a given storage system may have the inherent ability to supply a given
benefit, but its particular interconnect location prohibits providing the benefit. An example of this
might be locating an energy storage device with the capability to mitigate harmonics in a “stift”
area of the bulk power grid that does not suffer from poor power quality. A device so located
may still provide myriad other benefits, but it cannot deliver the benefit of harmonic mitigation
due to its location on the grid. The testing, assessment, and monitoring requirements specified in
this document also attempt to separate the response of the fundamental storage system from any
fundamental limitations inherent from the interconnect location.

Energy storage technologies considered in this document include batteries, flywheels, pumped
hydro, compressed air, and any other technology that can store energy and that can be used
to provide system benefits when connected to the bulk power grid. Each of these technologies
has unique operation and control requirements. When interconnected to the grid, each will require
interface through a three-phase synchronous connection. In order to provide grid benefits, a storage
device must be equipped with customized control systems and interfacing equipment. The real-
power injected into the grid must be a controllable variable. If the device is equipped with reactive-
power control equipment, a second related settable variable must be provided. Set point options
for reactive power control may include one or more of the following:

e Voltage control - the terminal positive-sequence voltage magnitude;
e Power-factor control - the terminal power factor; or

e Reactive power control - the magnitude of the output reactive power.
Variables used in this report include the following.

e Possible inputs to the storage device are:

o Pset(t) = the set-point rms positive-sequence real power desired out of the device at
time t. A negative Pse(t) refers to a device’s charging state.

o Tef(t) = the reference rms positive-sequence real power at time ¢. In many cases
Pyei(t) is not equal to Prf(t) due to the frequency control system.
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o Vief(t) = the reference rms positive-sequence voltage desired out of the device at time ¢
assuming the device is equipped with reactive-power controls and operates in voltage control
mode.

o PF,¢¢(t) = the reference power factor desired at the device terminals at time ¢ assuming
the device is equipped with reactive-power controls and operates in power-factor control mode.

© Qref(t) = the reference rms positive-sequence reactive power desired out of the device at
time t assuming the device is equipped with reactive-power controls and operates in reactive-
power control mode.

o NOTE: only one of V., PFcr, and Qs is possible for a given application.

e Outputs of the device are:

o P(t) = the true rms positive-sequence electrical real power out of the storage unit at
time t, measured at the terminals of the storage device or at the utility point of interconnec-
tion.

o Q(t) = the true rms positive-sequence electrical reactive power out of the storage unit at
time ¢, measured at the terminals of the storage device, at the utility point of interconnection,
or at some location remote from the storage device as required to achieve the desired effect.

2.2 Technical Categories and Benefits

As discussed above, a specific energy storage technology connected to the bulk electric power grid
through a specific interface technology, for example a power electronic converter or a synchronous
generator, placed at a specific location may not be capable of delivering a comprehensive range
of benefits due to technical limitations. Similarly, this hypothetical storage device/grid interface
combination placed at a specific location may not be capable of simultaneously delivering multiple
benefits to the grid due to technical and physical constraints. Therefore, for the purpose of mon-
etizing the benefits provided by grid-connected storage systems it is appropriate to meticulously
discriminate between specific benefits so that they can be independently evaluated for the value
derived. However, this is not so for the purpose of evaluating the technical capability of a particular
storage technology to meet the desired benefit.

Table 2.1 describes a framework for further addressing the requirements for technical evalu-
ation of the capability of an energy storage device to meet a given benefit. Benefits identified
in [16] are categorized primarily according to the time frame required to implement a complete
charge/discharge cycle while delivering the stated benefit.

It follows from the assignment of the three discussion categories shown in the table that certain
monitoring, data collection, analysis and evaluation methods and tools are applicable to certain
categories. The categories outlined in the table carry forward throughout the document.

2.3 Generic Data Collection Requirements

Table 2.2 is intended to describe broad categories of data acquisition and monitoring equipment
suitable for use in collecting data for analysis within three monitoring classifications. Acronyms
and abbreviations are further defined in the acronyms, abbreviations, and definitions section at
the beginning of the report. In Table 2.2 we attempt to describe classes of monitoring/information
systems. These data/information source classes are then used as a guide for each benefit class
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Table 2.1: Categories of benefits for technical evaluation.

Category name Mapping of benefit Designator
and description described in [16] in [16]
Energy supply interactions Short-term energy shift (minute time frame)
Definition - Use of the energy e Renewable capacity firming 16
storage device to support the e Wind generation grid integration 17
“adequacy” of the supply-side  Long-term energy shift (hour time frame)
to meet the needs of the e Electric energy time-shift 1
demand-side. “Adequacy” is a e Electric supply capacity 2
term in common use in the e Electric supply reserve capacity )
industry and is defined in the e Transmission congestion relief 8
glossary. e T&D upgrade deferral 9
Time frame - Long. A single e Time-of-use energy cost management 11
charge/discharge cycle may e Demand charge management 12
take hours to complete. e Renewable energy time shift 15
Sub-categories - Short-term e Increased asset utilization 18
(minutes); Long-term (hours). e Avoided transmission and distribution 19
energy losses
e Avoided transmission access charges 20
e Reduced transmission and distribution 21
investment risk
e Dynamic operating benefits 22
e Reduced generation fossil fuel use 24
e Reduced air emissions from generation 25
Grid operations Regulation and frequency control
Definition - Use of the energy e Load following 3
storage device to support the e Area regulation 4
real-time control of the electric ~ Voltage control
power grid. e Voltage support 6
Time frame - moderate to e Transmission voltage support - voltage stability 7
short. A charge/discharge cycle Power factor control
may take seconds or, at the e Power factor correction 23
most, minutes to complete. Angle stability control
Sub-categories - Regulation e Transmission support - transient and 7
and frequency control; voltage small-signal stability
control; power factor control; Sub-synchronous resonance
angle stability control; sub- e Transmission support - sub-synchronous 7
synchronous resonance; resonance
shedding. Shedding (under frequency or voltage)
e Transmission support - shedding 7
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Table 2.1: Categories of benefits for technical evaluation (continued).

Category name Mapping of benefit Designator
and description described in [16] in [16]
Quality and reliability UPS applications

Definition - Use of the energy e Electric service reliability 13

storage device to support the Harmonics

quality and/or reliability of e Electric service power quality 14

energy delivered to the end-use.
Time frame - Short. A single
charge/discharge cycle may be
on the order of milliseconds.
Sub-categories - UPS
applications; harmonics.

to define data needs for future analysis. Some key points with respect to all data/information
collection systems are shown below.

e All monitoring should be time-tagged. The accuracy of the time tag may v